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1. Methods

a. Search Strategy and Screening of Citations

We performed focused searches of Pubmed, the Cochrane Library of Systematic Reviews (Methodology Reviews), the Institute of Medicine website, the Enhancing the Quality and Transparency of Health Research (EQUATOR) network, the Society for Medical Decision Making website, the Agency for Healthcare Research and Quality website, Germany’s Institute for Quality and Efficiency in Healthcare (IQWIG) website, and the FDA website. The search strategies for Pubmed are listed in the Appendix. Briefly, we searched for the terms “diagnostic test* OR screening test*” limited to methodological and major discipline journals that have traditionally published methodological guidance for assessing medical tests. Searches were supplemented by the investigators’ personal literature archives. Citations returned from searches were uploaded to our open source online tool (Abstrackr, Tufts Medical Center 2012; http://abstrackr.tuftscaes.org), which managed the logistics of the screening process.

Screening was performed by nine investigators with substantial methodological expertise and experience, as follows. First, four investigators screened the first same 30 citations to pilot the classification of papers into categories of interest (see below). Feedback from this round was used to finalize the type of information collected during screening. Multimedia instructions (youtube video http://www.youtube.com/watch?v=TpEHDP8QBPE) were created to ensure that all screeners follow the same conventions. Second, eight of the nine investigators screened the same 50 abstracts (different than the 30 abstracts of the first round) to ensure that everyone used the online interface correctly. Of the 50 papers, 25 were categorized by all 8 reviewers as “irrelevant”; and 12 were categorized by all 8 as “methodological papers” or “applications (examples)”; and 13 were categorized as “methodological papers” or “applications (examples)” by a majority of reviewers (usually 6-7) and as “irrelevant” by the remaining (typically 1-2) reviewers. Subsequently, abstracts were screened and tagged on whether they pertained to methods or applications; and whether they focused on diagnostic accuracy, clinical outcomes, intermediate outcomes, or quality of life, patient preferences and processes of care. All screened-in articles with full text available through the Tufts Health Sciences Library subscriptions were retrieved in full text. A total of 94 out of 670 articles could not be retrieved. Investigators had access to the full text of the retrieved articles via secure log-in from Dropbox.

b. Description of Inclusion/Exclusion Criteria

We considered eligible all publications describing methodologies for primary studies on evaluating tests and test and treat strategies, including pre-analytical (e.g., sampling, study design), statistical/analytical, and post-analytical methods (e.g., reporting); articles with explicit methodological guidance (e.g., tutorials); and articles on empirical research on the meta-epidemiology of studies of testing. We also screened in examples of studies of tests or test-and-treat strategies. Because the screening occurred before our generating draft standards, and thus it was unclear exactly what type of examples would be most useful, we decided to collect examples of studies of testing in a non-systematic manner, i.e., we
did not include every study we encountered. The samples we collected were ones the reviewers thought would have the most relevance to the standards we expected to generate.

After discussions with the PCORI methodology committee, we excluded articles on the methodology of meta-analysis and systematic review, and decision, economic or value of information analysis. We also excluded articles on prediction rather than diagnosis or screening, and on genetic, genomic or pharmacogenetic/omic testing. These categories were deemed to be beyond the scope of the current report.

c. Abstraction

All screened-in papers (methodological and examples of studies) were classified into 4 categories (with articles allowed to be in more than one category):

- Analysis of test accuracy (test performance)
- Intermediate outcomes of testing.
- Clinical outcomes of testing.
- Testing-related quality of life, patient preferences, and processes of care.

Because of the short timeline we developed draft standards while the searches and the screening of the literature was taking place. Thus, the literature searches aimed to support the draft standards, revise them if applicable, and to identify examples. A structured data extraction form was not used, as very different information would be needed for each of the 13 standards we developed.

d. Synthesis

Information from articles used in the standards was synthesized in a qualitative fashion, with discussions among those working on the pertinent standard.

2. Results

a. Description of Results of Search

Figure 1 outlines the flow of the literature. Over 6100 citations were considered, and 670 were screened in: 512 articles on methodologies, and 158 on selected examples. Of the 512 articles on methodologies, 367 were tagged as pertinent to diagnostic accuracy, 100 to intermediate outcomes, 104 to clinical outcomes and 58 to quality of life and processes of care (the categories are not mutually exclusive). Of the 158 selected examples, 58, 42, 39 and 40 studies of applications were tagged as pertinent to the above categories, respectively. Finally, 102 citations were included in the 13 proposed standards and the body of this report.
b. Main Findings

1. The process of diagnostic test evaluation

The study of therapeutic interventions defines the dominant paradigm for evaluating medical care. This paradigm includes the well-known categorization of clinical trials into four phases and typically focuses on the assessment of patient outcomes, such as morbidity, mortality, quality of life and functioning. The evaluation of diagnostic tests and biomarkers poses special challenges and is not governed by as fully developed a paradigm as is the evaluation of therapy. In particular, tests generate information, which is subsequently incorporated into further diagnostic and therapeutic decision making. Diagnostic information may have a direct effect on patient outcome, such as patient anxiety and satisfaction with care. However, most effects of diagnostic information are mediated by therapeutic decisions. Thus the assessment and comparison of the effectiveness of diagnostic tests need to account for the effects of subsequent interventions in order to identify the difference in outcome that can be reliably attributed to the test. In addition, diagnostic technology evolves very rapidly and creates a virtual moving target problem (Gatsonis 2010).

The distinct aspects of tests for diagnosis and prediction have led to the development of multi-dimensional approaches to the evaluation of diagnostic tests (Lijmer 2009). A multitude of such frameworks have been proposed and, although there are differences between them, the key questions considered in the clinical evaluation of tests can be stated as follows:

I. How accurate is the test in its diagnostic or predictive task? The particular task depends on the test and the clinical context, such as detection and characterization of abnormalities or prediction of response to therapy and long-term patient outcomes.

II. Does the test outcome influence subsequent diagnostic workups and therapeutic interventions?

III. Does the test influence patient outcomes, such as morbidity, mortality, functioning and quality of life?

In addition to these main issues in the clinical evaluation of tests, the overall process of diagnostic test assessment includes the evaluation of technical aspects of the test, which has both in-vitro and in-vivo components. The latter include the assessment of the repeatability of test results in patients and the reproducibility of the test results across a variety of technical settings.

The paradigm of Phase I-IV clinical trials of therapeutic interventions does not have a direct analogue in diagnostic test evaluation. A commonly referenced framework (Fryback 1991) describes a hierarchical approach to the evaluation of new medical imaging technologies, structured in ascending order according to the value of the technology to clinical care: diagnostic accuracy (accuracy endpoints like sensitivity, specificity, and area under the receiver operating characteristic [ROC] curve); diagnostic and therapeutic thinking efficacy (discerning the impact on referring physicians by employing endpoints based on surveys of physicians’ considerations); and health outcomes and costs (example endpoints include survival, and changes in quality of life). Other frameworks propose categorizations of studies in Phases I-IV that are similar to the therapy paradigm (Gatsonis 2000, Lijmer 2009). The definition of these phases is based on the “developmental age” of the testing modality and corresponding aspects of the
performance of the modality. In particular, developmental age of the modality can be categorized as one of four phases, with test assessment targets as follows:

I. Phase I (Discovery): Establishment of technical parameters, algorithms, and diagnostic criteria.
II. Phase II (Introductory): Early quantification of performance in clinical settings
III. Phase III (Mature): Comparison to other testing modalities in prospective, typically multi-institutional studies (efficacy).
IV. Phase IV (Disseminated): Assessment of the procedure as utilized in the community at large (effectiveness).

In current research practice, assessments of diagnostic and predictive accuracy of a test begin as early as Phase I and continue through Phase IV. Assessments of the impact of tests on the process of care and patient outcomes are typically conducted in Phases III and IV, although they may be reported in Phase II studies as well.

2. Areas of focus of this report

The evaluation of diagnostic tests comprises a very broad and complex set of research questions and considerations. In this report we focused on the development of methodologic standards for the design, interpretation, and reporting of CER studies addressing three main questions in the clinical assessment of diagnostic tests as described above (accuracy, impact on process of care, impact on patient outcomes). In our conceptualization, CER studies of these questions belong to Phase III or IV, as they would be primarily concerned with testing modalities in their mature or disseminated stage. We developed standards for clinical trials as well as for observational studies and concentrated on what we collectively considered to be salient issues that are specific to diagnostic tests. It is our expectation that researchers in diagnostic test evaluation will also have access to a comprehensive set of more general standards for CER studies that will be developed as part of this RFP.

In consultation with the Sponsor we did not address the full spectrum of CER questions and approaches related to diagnostic test evaluation. In particular, this report does not address standards for: (a) CER studies of tests used to predict outcomes, (b) CER studies of genetic tests, (c) systematic review and synthesis of diagnostic test evaluations, or (d) decision analysis and simulation modeling relating to the use of diagnostic tests. We note that standards for systematic reviews of test accuracy are already available (Cochrane DTAWG, Matchar 2011, Santaguida 2012, Hartmann 2012, Trikalinos 2012a,b,c) and standards for systematic reviews of the impact of tests on process of care and outcomes can be adapted from corresponding standards in the evaluation of therapy (IOM 2011, Higgins 2011, MECIR 2011, Chou2010, Fu 2011, Harris 2001, Helfand 2012, Owens 2010, Slutsky 2010, Whitlock 2010).
3. Recommended minimum standards

For parsimony we organized the minimum standards in two groups:

A. Standards applicable to all CER studies of diagnostic tests, across all three main areas of diagnostic test evaluation described in the previous section. These standards address the fundamental building blocks of studies, the necessary preparation for formulating CER research in diagnostic tests, and the need to address issues particularly important to CER. For example, these standards address the assessment of testing modalities in a variety of settings of care and conditions of use, the need for information on patient subgroups, and the need for communicating the results of studies in order to address patient-centered concerns.

B. Standards primarily applicable to only one of the three areas. These standards address major issues that are specific to the design of accuracy studies, impact on care, and impact on patient outcomes.

The templates for each standard provide detailed information and references (Appendix a). In the tables below we provide the description of each standard and a brief discussion of its purpose and applicability.

Box 1A. General standards

| A1 | A comparative evaluation of diagnostic tests should specify each of the following items and provide rationale in support of the particular choices: (a) The intended use of the test and the corresponding clinical context and target populations; (b) The goal of the comparison; (c) The technical specifications of the tests as implemented in the study; (d) The approach to test interpretation; (e) The sources and process for obtaining reference standard information, when applicable; and (f) The procedures for obtaining follow-up information and determining patient outcomes, when applicable.  

This standard specifies the fundamental building blocks of the design of diagnostic test studies in CER. Particulars for each design element are provided in the template. Indeed some or all of the same design elements are needed across the spectrum of diagnostic test evaluation studies. |
| A2 | CER studies of diagnostic tests should be conducted on testing modalities that have reached an appropriate level of maturity in their development and evaluation. Mature testing modalities have undergone adequate technical development and standardization across platforms, laboratories, and care sites.  

This standard describes the level of development of a testing modality that would bring it into the CER domain. In particular, the standard requires that a considerable body of prior research and evaluation of a testing modality is needed before CER studies are launched. |
| A3 | Design of comparative effectiveness studies should be informed by investigations of the clinical pathways involving the tests and the implications of test use on the process of care and patient outcomes |
This standard describes the need for a thorough understanding of the use of diagnostic tests in the clinical context prior to any CER study of these tests. As noted later in the report, ideally this understanding would include quantitative assessments from systematic reviews of the literature and modeling analyses.

**A4** CER studies of diagnostic tests should include an assessment of the effect of important factors known to affect test performance and outcomes including the threshold for declaring a “positive” test result, the technical characteristics of the test and the interpreter, and the setting of care.

This standard addresses a fundamental aspect of CER, namely the need to study diagnostic tests as used in a variety of settings and to assess the impact of factors that may affect the diagnostic and predictive accuracy of the test as well as its impact on subsequent care decisions and patient outcomes.

**A5** In designing CER studies of diagnostic tests, it is important to identify patient subgroups of interest and, where feasible, design the study with adequate precision to reach conclusions specific to these subgroups. Subgroup information should be reported for later systematic reviews.

The need to assess effectiveness of testing modalities in specific patient subgroups is another fundamental aspect of CER. We chose to present this as a separate standard from A4 because of the central role of patient subgroup analyses in CER considerations.

**A6** Broadly accepted checklists for reporting studies and assessing study quality, such as STARD, CONSORT, QUADAS, should be consulted and utilized.

This standard formalizes a widespread practice. In addition to the well-known benefits for transparency, consulting and using use of the available checklists indirectly helps with making appropriate choices in the design and interpretation of studies.

**A7** The findings of CER studies should be presented in ways that are accessible to patients and the broad range of other stakeholders and should address patient-centered outcomes.

This standard addresses an important need in CER, which seems particularly challenging for diagnostic tests. We anticipate that a substantial research effort will be needed to provide the necessary knowledge base for designing effective communication strategies for the results of diagnostic test evaluations.
### Box 1B: Standards applicable to particular types of diagnostic test assessments

| B1 | Study designs in which each patient undergoes two or more of the tests under study (“paired designs”) are most efficient for the comparison of diagnostic accuracy and should be given full consideration before adopting alternatives.  
This standard highlights the benefits from a common approach to designing comparative studies of diagnostic accuracy. It also points to potential tradeoffs researchers will need to make in order to design studies that intend to compare both the accuracy and the impact of tests on subsequent care and patient outcomes. A “paired” design significantly complicates the comparison of outcomes if the results of all tests will be available for subsequent clinical decision making. |
| B2 | CER studies of test outcomes should ideally use a prospective randomized study design. In assessing the impact of diagnostic tests on patient outcomes, if the most relevant patient centered outcome (e.g., mortality) cannot be feasibly tested, then a previously validated surrogate should be used. If a non-randomized design is proposed, then the rationale for using an observational study should be provided and efforts to minimize confounding should be documented. Alternatively, disease modeling and simulation studies may be used to examine patient outcomes.  
This standard addresses one of the most challenging aspects in diagnostic test evaluation. Although prospective randomized designs are most effective in the comparison of the impact of tests on patient outcomes, such designs are often not practically feasible. Realistic alternatives need to be considered and the standard points to some of them. |
| B3 | CER studies of test outcomes should specify the potential clinical pathways to be followed based on test information obtained as part of the study. These studies should also measure pathways as an intermediate outcome and, ideally, the reasons for pathway selection.  
This standard situates the evaluation of a diagnostic test in the context of medical care in which the test will be utilized. In this conception comparative studies of diagnostic tests are in effect comparisons of alternative strategies of care, which include the particular test. Thus the standard applies to comparisons of care strategies but would not be used in studies aiming to document patterns of care. |
| B4 | The effect of a test on patient’s near-term well-being including impact on anxiety, pain and discomfort should be measured. In addition, patient test preferences should be measured. All measurements should be done by validated tools.  
This standard addresses major aspects of patient-centered evaluation of diagnostic tests. It points to the need for standardized, validated measures of patient reported outcomes and patient preferences. The standard is particularly relevant to studies of the impact of tests on subsequent care and patient outcomes. However, patient preferences and patient reported outcomes can also be measured in comparative studies of diagnostic accuracy. |
Actual care received following a diagnostic test should be documented. Reports of intended care plans following a diagnostic test are insufficient for establishing how a test will affect care.

This standard addresses a fundamental issue in studies of the effect of tests on subsequent care. It is applicable generally to studies in this area, including prospective trials as well as studies using registries and other secondary databases.

CER studies of diagnostic tests using electronic medical records, registries, and other databases should obtain information on characteristics related to selection of patients for testing, the intended use for the test (e.g., screening, diagnostic, etc), the test findings and their interpretation, the true disease status (as needed), and the subsequent care and outcomes of patients. If such information is not available directly, validated approaches to approximating these study elements from available data should be used.

This standard addresses the special challenges in defining and assessing the fundamental elements of study design in the context of studies using secondary databases. The implementation of the standard is likely to highlight important weaknesses in available databases.

c. Challenges Encountered, Gaps, and Next Steps

The development of methods for the evaluation of diagnostic tests is uneven. Methods for diagnostic accuracy studies have received considerable attention in the last two decades and have experienced substantial growth. The literature now includes two comprehensive textbooks and several monographs on diagnostic accuracy. However, methods for the evaluation of the impact of tests of care and patient outcomes have not received similar attention. Two major factors for this uneven development are, first the inherent difficulty in the study of test outcomes discussed earlier in this report and, second, the focus on test accuracy as the primary goal in clinical evaluation of diagnostic tests. This focus has been consonant with the requirements for regulatory approval of diagnostic modalities.

CER ushered in a new era in diagnostic test evaluation, by expanding the scope and placing strong emphasis on the study of the impact of tests on subsequent care and patient outcomes. With the exception of traditional studies of screening, there has been limited empirical and methodologic research on the evaluation of the impact of tests on outcomes. Thus, our list of gaps and suggestions for further research is primarily focused on the study of the impact of tests.

1. Because of the inherent methodologic and practical challenges in carrying out randomized studies of diagnostic tests, and also in line with the CER emphasis on the study of interventions in real world settings, there is a major need for CER studies of diagnostic tests using observational data. Development of methods for handling confounding and drawing causal inference in this context could greatly improve research in this area.

2. Experience from efforts to use electronic medical records and other secondary databases to conduct CER for diagnostic imaging has identified major gaps in the available information. For example, these databases typically lack the necessary information and cannot be used reliably to address fundamental questions such as (a) why was a test ordered? (b) who ordered it? (c) what were the findings from the test? (d) what happened to the results of the test? (e) what was the outcome for
the patient? There is need to standardize the information recorded in patient’s electronic health records to ensure that information such as that mandated by Standard A1 and Standard B6 is recorded universally and prospectively. Professional societies from different disciplines (e.g., radiology) and other stakeholders need to become involved in these efforts to define the items to be recorded and the pertinent health IT protocol/standard for various types of tests.

3. The strategic agenda of CER of the impact of test on outcomes also needs to address the balance of studying short-term and intermediate outcomes to the study of long-term outcomes. In the regulatory context, this is often referred to as the pre-market and post-market balance issue. Tests that are developed now and have great promise may not prove their worth until very long-term trials are completed. Yet tests are likely to enter the market with less than full information on long-term outcomes. Both methodological research and guidance is needed to establish a sound scientific pathway to move tests to clinical use while the ongoing evaluation of long term efficacy and effectiveness continues.

4. There are important needs in the area of measurement of short-term patient outcomes and patient preferences. While some test-specific or condition-specific measures of short term outcomes such as anxiety in breast cancer screening exist, a broader set of measures need to be developed and/or validated. Additionally, a general measure or index applicable to all diagnostic tests needs to be developed and/or validated.

5. Short-term outcomes and patient preferences would also need to be incorporated in decision aids to empirically test standard B4. Existing decision aids for clinical conditions involving testing for diagnosis or screening should be reviewed for incorporation of patient preferences and short-term outcomes. If existing decision aids do not incorporate patient preferences and short-term outcomes, new decision aids with this information should be developed and tested.

3. Tables and Figures

a. Figure 1. Study Flow Diagram

b. Table 1. Description of Guidance Documents Included in Main Findings (See Appendix for example table)

4. Appendix

I. Templates of standards

II. Search strategies

III. Bibliography
* We searched the IQWIG, SMDM, AHRQ and FDA websites, but did not enumerate the documents listed there. Thus the number of citations is listed as a lower cutoff.
<table>
<thead>
<tr>
<th>Guidance</th>
<th>Organization or Authors</th>
<th>Year</th>
<th>Program</th>
<th>Country or Region</th>
<th>Guidance Subjected to Independent External Review</th>
<th>Research Design</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>The objective of the STARD initiative is to improve the accuracy and completeness of reporting of studies of diagnostic accuracy, to allow readers to assess the potential for bias in the study (internal validity) and to evaluate its generalizability (external validity).</td>
<td>STARD Steering Committee</td>
<td>2003</td>
<td>STAndards for the Reporting of Diagnostic accuracy studies (STARD)</td>
<td>Netherlands based international initiative</td>
<td>Yes</td>
<td>All studies of diagnostic accuracy</td>
<td>The STARD statement consists of a checklist of 25 items and recommends the use of a flow diagram which describes the design of the study and the flow of patients.</td>
</tr>
<tr>
<td>The CONSORT Statement is intended to improve the reporting of a randomized controlled trial (RCT), enabling readers to understand a trial's design, conduct, analysis and interpretation, and to assess the validity of its results. It emphasizes that this can only be achieved through complete transparency from authors.</td>
<td>The CONSORT Group</td>
<td>2010</td>
<td>CONsolidated Standards of Reporting Trials (CONSORT)</td>
<td>USA</td>
<td>Yes</td>
<td>reporting of two-parallel design randomized clinical trials</td>
<td>The CONSORT Statement comprises a 25-item checklist and a flow diagram, along with some brief descriptive text. The checklist items focus on reporting how the trial was designed, analyzed, and interpreted; the flow diagram displays the progress of all participants through the trial.</td>
</tr>
<tr>
<td>QUADAS is a quality assessment tool for use in systematic reviews of diagnostic test accuracy</td>
<td>QUADAS steering group</td>
<td>2011</td>
<td>QUality Assessment tool for Diagnostic Accuracy Studies (QUADAS)</td>
<td>United Kingdom</td>
<td>Yes</td>
<td>Systematic reviews of diagnostic test accuracy</td>
<td>QUADAS-2 consists of four key domains covering patient selection, index test, reference standard, and flow and timing (Table 1). The tool is to be completed in four phases: (1) summary of the review question; (2) developing review specific consensus on application of QUADAS-2 (addition of topic specific signaling questions; developing rating guidelines); (3) reviewing the published flow diagram for the primary study or constructing flow diagram if none is reported; and (4) assessment of risk of bias and concerns regarding applicability.</td>
</tr>
<tr>
<td>Statistical Guidance on Reporting Results from Studies Evaluating Diagnostic Tests</td>
<td>Food and Drug Administration</td>
<td>2007</td>
<td>Center for Devices and Radiological Health</td>
<td>USA</td>
<td>Yes</td>
<td>diagnostic tests where the final result is qualitative (even if the final result is quantitative)</td>
<td>This guidance is intended to describe some statistically appropriate practices for reporting results from different studies</td>
</tr>
</tbody>
</table>
underlying measurement is quantitative) evaluating diagnostic tests and identify some common inappropriate practices. The recommendations in this guidance pertain to diagnostic tests where the final result is qualitative (even if the underlying measurement is quantitative). We focus special attention on the practice called discrepant resolution and its associated problems.
**Appendix I: Templates of Standards**

<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Basic elements of study design for diagnostic tests</th>
</tr>
</thead>
</table>
| Description of standard               | A comparative evaluation of diagnostic tests should specify each of the following items and provide rationale in support of the particular choices:  
(a) The intended use of the test and the corresponding clinical context and target populations;  
(b) The goal of the comparison;  
(c) The technical specifications of the tests as implemented in the study;  
(d) The approach to test interpretation;  
(e) The sources and process for obtaining reference standard information, when applicable;  
(f) The procedures for obtaining follow-up information and determining patient outcomes, when applicable. |
| Current Practice and Examples          | Although the elements in the list are broadly accepted and recommended in papers and textbooks on study design (Gatsonis 1990, Weinstein 2005, Knottnerus 2009, Zhou 2011), there is considerable variation in how they are defined and implemented in practice. |
| Published Guidance                    | The STARD checklist for reporting studies of diagnostic accuracy (Bossuyt 2003) and the FDA Statistical Guidance on Reporting Results from Studies Evaluating Diagnostic Tests (FDA 2007) apply directly to reporting diagnostic accuracy studies but can also be adapted and used in other types of diagnostic test evaluations. |
| Contribution to Patient Centeredness  | Clarity in the specification of the design of a study enhances the ability to determine whether the results of the study apply to particular patients.                                                                                                          |
| Contribution to Scientific Rigor      | Providing a precise definition and an effective rationale for the fundamental elements of the design is recognized as a prerequisite for the overall scientific validity of the study.                                                                                      |
| Contribution to Transparency          | The accounting of the fundamental aspects of the design is essential to the overall transparency of a study.                                                                                                                                         |
| Empirical evidence and theoretical basis | The characteristics and relevance of each of the fundamental blocks of the design of diagnostic test evaluations is discussed in numerous articles and textbooks, albeit with an emphasis on studies of diagnostic accuracy (Gatsonis 1990, Bossuyt 2003b, Weinstein 2005, Knottnerus 2009, Zhou 2011). |
| Degree of Implementation Issues      | Reviews of the literature on diagnostic test evaluations and assessments of its quality have reported extensive problems in the design of studies (Whiting 2003, Willis 2011, Reitsma 2009)                                                                                             |
| Other Considerations                  | Particular aspects of the design elements included in this standard:  
a) The main categories in the intended use of the tests are screening, diagnosis/staging, treatment response monitoring, and surveillance.  
b) A comparison of tests may be performed to determine whether one test can replace the other or the two tests should be combined in clinical practice. |

Empirical evidence and theoretical basis

Reviews of the literature on diagnostic test evaluations and assessments of its quality have reported extensive problems in the design of studies (Whiting 2003, Willis 2011, Reitsma 2009).
c) The technical specifications of the tests under study include machine types and settings, assays, and criteria for a positive test result.

d) The approach to test interpretation includes description of the population of test interpreters, when applicable, the amount and type of clinical information available to the interpreters, and any special training needed by interpreters.

e) The reference standard information is typically required in studies of accuracy but may also be relevant in studies of outcomes. If the reference standard is known to be imperfect or is unavailable in some patients, plans to address the issue should be described.

References:


FDA Statistical Guidance on Reporting Results from Studies Evaluating Diagnostic Tests.

http://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/GuidanceDocuments/ucm071148.htm


<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Selecting testing modalities for CER evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>CER studies of diagnostic tests should be conducted on testing modalities that have reached an appropriate level of maturity in their development and evaluation. Mature testing modalities have undergone adequate technical development and standardization across platforms, laboratories, and care sites.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>A variety of considerations and perspectives can influence the selection of testing modalities for comparative effectiveness studies. They include the perceived potential of the tests to improve health, the availability of funding and research infrastructure, and the concerns of stakeholders such as test developers, health care providers, patients and advocacy groups.</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>We could not identify published guidance on this issue.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>The timing of a CER evaluation of diagnostic modalities is important to the clinical relevance and ultimate success of the study.</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>Standardization of testing technology and testing results across settings in which the test are used, such as sites, platforms, laboratories is essential in order to draw reliable and generalizable scientific conclusions</td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>This standard contributes to the transparency of decision making about research strategy.</td>
</tr>
<tr>
<td>Empirical evidence and theoretical basis</td>
<td>Considerations for initiating CER studies of diagnostic imaging tests were recently discussed (Gazelle 2011). The related question of the conditions determining the optimal timing to launch clinical studies of imaging has also been discussed (Hillman 2008).</td>
</tr>
<tr>
<td>Degree of Implementation Issues</td>
<td>Standardization across platforms, manufactures, and laboratories is seriously lacking for many testing modalities, even if their use is widespread.</td>
</tr>
<tr>
<td>Other Considerations</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Study design should be informed by investigations of the clinical context of testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>Design of comparative effectiveness studies should be informed by investigations of the clinical pathways involving the tests and the implications of test use on the process of care and patient outcomes, to ensure thorough understanding of the clinical context.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>Those planning diagnostic test studies should obtain an understanding of the nature and frequency of expected patient-relevant outcomes of testing; and the nature and magnitude of the impact of testing on processes of care. At minimum, those planning comparative studies of testing should examine and summarize the above for the particular centers in which the study will be performed. It is unclear how often comparative studies of testing are designed taking into account the clinical pathways involving the tests and the implications of test use on the process of care and patient outcomes. We know of no empirical studies. Further, prospective and public registration of protocols for non-RCT studies is not common practice. We hypothesize that this standard is not commonly followed, especially for studies of test performance (“test accuracy”).</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>We found no public guidance on this particular standard. Perhaps indirectly related to the current standard, the UK’s National Institute for Health Research encourages applicants to conduct (a) systematic review(s) to be included in funding applications for clinical trials (NIHR 2012).</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>The contribution is indirect: the standard promotes rigorous planning of comparative studies of testing. This is a prerequisite for studies informing on individual patient preferences, needs and values.</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>Informing study design with real-life data is important for performing realistic sample size calculations and for maximizing the chances of attaining participant accrual goals.</td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>Following the standard implies careful planning. Further, it encourages the explicit description of data belying study design choices, and by extension, of design assumptions that would otherwise remain implicit.</td>
</tr>
<tr>
<td>Empirical evidence and theoretical basis</td>
<td>We have no empirical data on how often comparative studies of testing are planned after investigating clinical pathways of testing and implications of test results in patient outcomes and processes of care. We hypothesize that this is not the norm.</td>
</tr>
</tbody>
</table>
| Degree of Implementation Issues | The minimum standard is straightforward to implement. Ideally, the information prescribed by this standard would be:  

a. *Obtained* by a systematic review of the totality of the pertinent evidence base.  
b. *Contextualized* by means of formal (simulation) modeling to inform the design of the study-at-hand. In comparative accuracy studies the modeling would be intended to characterize the range of values of the accuracy the new test should achieve in order to provide an important improvement in both short- and longer-term outcomes. The FDA’s white paper on the agency’s Critical Path Initiative suggests that “FDA scientists use, and [collaborate] with others in the refinement of, quantitative clinical trial modeling using simulation software to improve trial design and to predict outcomes” (FDA 2004). We note that the latter reference is not an FDA guidance document.  
The ideal instantiation requires expertise that is not generally available, as it involves a systematic reviewing and simulation modeling, and its implementation would be variable and problematic. |

| Other Considerations | References:  
National Institute for Health Research (NIHR), Health Technology Assessment Programme, Clinical Evaluation and Trials: [http://www.hta.ac.uk/funding/clinicaltrials/Submitting_application.pdf](http://www.hta.ac.uk/funding/clinicaltrials/Submitting_application.pdf) (last accessed March 5, 2012).  
<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Assessment of the effect of factors known to affect diagnostic performance and outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>CER studies of diagnostic tests should include an assessment of the effect of important factors known to affect test performance and outcomes including the threshold for declaring a “positive” test result, the technical characteristics of the test and the interpreter, and the setting of care.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>It is well known that both the accuracy of tests and the impact on outcomes can be influenced by a variety of factors. The assessment of the effect of such factors is a common consideration in systematic reviews and studies using registries and other secondary databases (Leeflang, 2008; Ballard-Barbash, 1997). Similar data have been reported in some prospective screening studies (Pisano, 2005). The potential for variability in accuracy and outcomes routinely informs the choices made in the design of prospective clinical studies. However, limited information on variability is typically available in any single clinical study.</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>Guidance for reporting on key factors known to affect diagnostic performance was reported by the STARD initiative (Bossuyt, 2003), the FDA (USFDA, 2007), and the CONSORT group (Schulz, 2010). This guidance specifies the need to assess these key factors including condition of interest (precise definition of condition explaining how those subjects with the condition of interest are distinguished from those without), technical characteristics of the test, and characteristics of both the patient and test interpreter.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>Identification of these key characteristics will allow physicians to assess different test performances as they relate to their specific setting of care. These tests may be affected by technical characteristics, experience and background of the test interpreter, and participant characteristics.</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>Pooled estimates of diagnostic performance and impact on outcomes may differ substantially from estimates derived by taking into account important covariates (Zhou 2011). Similarly estimates of average diagnostic performance across test interpreters may mask extensive differences between interpreters (Beam 1996).</td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>By addressing the sources of variability in test performance and outcomes the results of the study can be better understood and applied to a particular clinical setting.</td>
</tr>
</tbody>
</table>
| Empirical evidence and theoretical basis | Theoretical:  
1. Measures such as sensitivity and specificity vary with the threshold chosen for a “positive” diagnostic test. This fundamental aspect of diagnostic testing has led to the development of ROC analysis (Zou, 2011). It is also the basis for the development of Summary ROC curves in meta- |
2. Zhou et al (Zhou 2011) describes potential sources of variability that may be caused by factors like differences in technical characteristics of a test and different test interpreters and statistical methods that appropriately adjust for them.

3. Extensive methodology is available for the study of variations in diagnostic accuracy and test outcomes. The literature includes hierarchical and mixed models and resampling-based approaches (Zhou 2011, Zou 2011)

Empirical:
1. Several empirical studies have documented variability in test accuracy and outcomes resulting from a variety of factors. For example, Elmore et al. showed that even among radiologists with small false-positive rates, there can be a wide variety of sensitivity (Elmore, 2009).

2. The study of sources of variability is a major component of systematic review and evidence synthesis for diagnostic tests. Irwig et al. show that studies of diagnostic tests need to assess the reasons for variability caused by different test types, test interpreters, and subgroups of a population (Irwig, 2002).

<table>
<thead>
<tr>
<th>Degree of Implementation Issues</th>
<th>Where feasible, power and sample size calculations should take into account any additional variability created by factors known to affect diagnostic performance. In addition, any potential sources of bias that may be encountered should also be accounted for in the statistical planning. Addressing these may lead to an increase in the number of participants who need to be enrolled onto a trial. If possible, studies should recruit test interpreters with an appropriate background and training (such as fellowship training). Recruiting test interpreters with appropriate training can substantially improve diagnostic performance (Elmore, 2009).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other Considerations</td>
<td>None</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th><strong>Assessment of the effect of diagnostic tests in participant subgroups</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>In designing CER studies of diagnostic tests, it is important to identify participant subgroups of interest and, where feasible, design the study with adequate precision to reach conclusions specific these subgroups. In addition, subgroup information should be reported for later systematic reviews.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>It is well known that both the accuracy of tests and the impact on outcomes can vary across patient subgroups (Ransohoff). The assessment of the effect of patient characteristics is a common consideration in systematic reviews and studies using registries and other secondary databases (Leeflang, 2008; Ballard-Barbash, 1997). Similar data have been reported in prospective screening studies (Pisano, 2008). The potential for variability in accuracy and outcomes routinely informs the choices made in the design of prospective clinical studies. However, limited information on variability is typically available in any single clinical study.</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>Guidance for reporting on key subgroups known to affect diagnostic test performance was reported by the STARD initiative (Bossuyt, 2003) and the FDA (USFDA, 2007). This guidance specifies the need to assess the effect of diagnostic tests key factors including characteristics of the patient.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>Identifying important subgroups will help physicians assess a specific patient’s level of disease risk (e.g., those with a family history of the disease), different test performances based on important characteristics of the patient (e.g., older versus younger women undergoing mammography), or participants with an increased risk for adverse outcomes from the test itself. Information on the effect of diagnostic tests on clinical course and potential medical management will help patients to make informed health care choices.</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>These considerations would lead to comparative assessments in important patient subgroups and allow treating physicians to better assess the risks and benefits to a particular patient or group of patients.</td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>By emphasizing the need to consider patient subgroups at the design stage of studies, this standard helps clarify the goals of the study and also minimize the likelihood of “fishing expeditions” after the data are collected.</td>
</tr>
<tr>
<td>Empirical evidence and theoretical basis</td>
<td>Theoretical:</td>
</tr>
<tr>
<td></td>
<td>1) Mullherin el al. and the FDA point out “Estimates of the effectiveness of diagnostic tests are subject to spectrum bias when the subjects included in the study do not include the complete spectrum of patient characteristics; that is, important patient subgroups are missing.” (USFDA, 2007; Mulherin, 2002)</td>
</tr>
</tbody>
</table>
2) Extensive statistical literature describes methods for the comparison of diagnostic performance and test outcomes test in two or more subgroups.

**Empirical:**

1) In the ACRIN Digital vs. Screen-Film Mammography Trial (DMIST), the researchers showed that there was not a statistically significant difference between digital and film mammography for all women enrolled onto the trial. However by assessing key subgroups, the researchers were able to identify that digital mammography had a higher AUC for pre- and perimenopausal women younger than 50 years with dense breasts (Pisano, 2008).

2) Assmann et al. (Assmann, 2000) found that “clinical trial reports need a clearly defined policy on uses of baseline data, especially with respect to covariate adjustment and subgroup analysis. There are substantial risks of exaggerated claims of treatment effects arising from post-hoc emphases across multiple analyses. Subgroup analyses are particularly prone to over interpretation.”

3) Subgroup information from a trial needs to be made available for later systematic reviews. In laying out the guidelines for meta-analysis Irwig et al. specify that the characteristics of the patient populations need to be similar. By making them available, researchers can better make this assessment. (Irwig, 1994)

<table>
<thead>
<tr>
<th>Degree of Implementation Issues</th>
<th>Where feasible, power and sample size calculations should take into account these patient subgroups. This may lead to an increase in the number of participants who need to be enrolled in a trial. In addition, if multiple sub-groups are being tested, the statistical analysis plan should take into consideration the simultaneous testing of multiple groups. The need to assess participants across a complete spectrum of patient subgroups may also present challenges in enrollment of participants in underrepresented groups (e.g. racial minority groups). This challenge can be overcome through efforts such as targeted recruitment techniques, but may result in higher recruitment costs (Duda, 2011).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other Considerations</td>
<td>None</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Structured Reporting of Diagnostic Comparative Effectiveness Study Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>At a minimum, broadly accepted checklists for reporting studies and assessing study quality, such as CONSORT, STARD, and QUADAS should be consulted and utilized. Consult CONSORT 2010 checklist for reporting randomized controlled trials. Consult STARD checklist for reporting of diagnostic accuracy studies. Consult QUADAS-2 (updated in 2011) for additional guidance on reporting of information that would be more useful to systematic reviews of diagnostic accuracy studies.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>CONSORT has been proposed to be used by researchers reporting randomized controlled trials since 2001. The updated CONSORT 2010 statement has been published in 11 medical journals. It has wide support from &gt;600 journals although compliance is not required by journals. STARD was published in 7 medical journals in 2003 for use in reporting of diagnostic accuracy studies. Over 200 medical journals have mentioned the STARD statement in their instructions to authors. QUADAS was also published in 2003 for use in assessing the quality of diagnostic accuracy studies used in systematic reviews.</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>The CONSORT statement of recommendations for reporting of randomized controlled trials was first published in 2001; the latest update was published in 2010. It has 25 items focusing on 5 categories: title and abstract, introduction, methods, results, and discussion. The methods category includes descriptions of participants, interventions, objectives, outcomes, sample size, randomization method, allocation concealment, blinding, and statistical methods. STARD also has 25 items, similar categories as in CONSORT but focusing on diagnostic test accuracy issues.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>Relevant subgroup information is essential to interpret comparative effectiveness research results for individual patients.</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>Thorough and unambiguous reporting of all relevant information in a diagnostic comparative effectiveness study is essential to accurate interpretation of its results and subsequent integration of the results into systematic reviews for decision making.</td>
</tr>
</tbody>
</table>
**Contribution to Transparency**
The suggested checklists contain most of the elements as described in Standard 1. Adherence to this standard will greatly improve the current poor reporting of information in these areas.

**Empirical evidence and theoretical basis**
Theoretical: The practice of evidence-based medicine must be based on unbiased assessment of complete and unbiased information.

Empirical: An empirical evaluation of 487 published diagnostic accuracy studies in 30 systematic reviews found that only 1 out of 7 studies were of high quality (Leeflang, 2007), partly due to poor reporting of information about study design feature and patient characteristics.

Empirical: Several groups of researchers have used the QUADAS tool to evaluate primary diagnostic accuracy studies used in systematic reviews in different clinical areas and found to be an easy to use and acceptable tool for appraising the quality of diagnostic accuracy studies (Whiting PF, 2006; Hollingworth, 2006; Mann, 2009); although some areas of improving are needed. The QUADAS has been updated recently as QUADAS-2 (Whiting, 2011).

**Degree of Implementation Issues**
While adherence to the recommended reporting is not required by journals, it should be required for all PCORI funded CERs.

**Other Considerations**
These checklists have generally been found to be easy to use in several empirical evaluations.

**References:**


<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Accessibility of reporting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>The findings of CER studies should be presented in ways that are accessible to patients and the broad range of other stakeholders and should address patient-centered outcomes.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>To be useful for informing decision making, CER studies should present findings in ways that are understood by patients and other stakeholders involved in test assessment.</td>
</tr>
<tr>
<td></td>
<td>Test assessment often involves the communication of probabilities. For example, studies of diagnostic accuracy typically include estimates of test sensitivity and specificity. A large literature addresses effective risk communication. Knowledge from the risk communication and decision support literature should be applied to promote effective communication of the benefits and harms of tests to patients and other stakeholders. As an example, a simple tabular presentation of benefits and harms, which has been suggested for communicating the effects of pharmacological treatments, could be adapted to the test setting (Schwartz, 2007).</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>International Patient Decision Aids Standards support the clear presentation of harms and benefits associated with alternative approaches to care (Elwyn, 2006). Reporting of harms and benefits in patient-accessible standardized formats is needed to support informed consent and informed choice by patients and other stakeholders.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>A standardized patient-centered summary of a test’s benefits and harms will assist patients and other stakeholders in making informed decisions about alternative tests [in screening, diagnostic, or prognostic settings].</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>Implementation of this standard would lead to more complete patient-accessible reporting of CER studies and would facilitate dissemination of CER study findings.</td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>The standard will facilitate public review of CER study findings and will make more explicit the evidence base for deciding among approaches to care involving test(s).</td>
</tr>
<tr>
<td>Empirical evidence and theoretical basis</td>
<td>The standard is consistent with the literature on patient decision support tools and shared decision making/informed patient choice.</td>
</tr>
</tbody>
</table>
| Degree of Implementation Issues  | It is a well-accepted and critical element of informed consent that patients be educated about the benefits and harms of alternative care options. The decision support literature also support the clear depiction of benefits and harms associated with alternative care options (Elwyn, 2006). Implementation of the standard will facilitate dissemination of CER studies of tests in a manner that may
be readily incorporated into patient decision aids, thereby promoting informed choice for patients and other stakeholders.

Other Considerations

Implementation of this standard would benefit from methodological research addressing the best methods for effectively disseminating CER study findings to patients and other stakeholders.
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Efficient design of diagnostic accuracy studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>Study designs in which each patient undergoes two or more of the tests under study (“paired designs”) are most efficient for the comparison of accuracy and should be given full consideration before adopting alternatives.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>Although many comparisons of diagnostic tests do use paired designs (Pisano 2005, Greenwood, 2012), many other studies only compare a single test to a standard leading to only indirect comparisons of multiple tests. In other cases, the standard used is actually another test and there is in effect no perfect reference standard.</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>Paired designs are common, although we have not identified guidance documents addressing this matter. (Leisenring, 2000)</td>
</tr>
<tr>
<td>Contribution to Patient</td>
<td>Availability of direct within-patient comparisons increases chance of detecting variation in accuracy by patient subgroups.</td>
</tr>
<tr>
<td>Centeredness</td>
<td></td>
</tr>
<tr>
<td>Contribution to Scientific</td>
<td>When comparing two or more tests, each patient should receive each test under the same protocol in order to minimize variation and potential bias arising from differences among patients and among different protocols.</td>
</tr>
<tr>
<td>Rigor</td>
<td></td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>Adherence to this standard reduces the number of potential factors that could introduce heterogeneity and thereby the number of assumptions that need to be made to ensure validity.</td>
</tr>
<tr>
<td>Empirical evidence and</td>
<td>Standard statistical design principles hold that comparisons between multiple groups for a common test are best done in designs in which all tests are given to all individuals. It can be shown mathematically that such designs minimize study variability whenever the test results are positively correlated (Snedecor, 1980).</td>
</tr>
<tr>
<td>theoretical basis</td>
<td></td>
</tr>
<tr>
<td>Degree of Implementation Issues</td>
<td>The crossover design increases study efficiency, thereby reducing the number of patients who need to be included in the study. It is important to standardize the protocol across the tests of each patient (e.g. using the same operator, giving tests close in time) in order to eliminate variation not resulting from the test. In some cases, however, logistics may make such standardization difficult.</td>
</tr>
<tr>
<td>Other Considerations</td>
<td>Many test comparisons are made via systematic reviews that compute test accuracy characteristics for each test. Often, the studies used to compute accuracy for one test may differ from those used for other tests. Test comparisons using summary statistics from individual tests will confound the comparative effect measure with both between-patient and between study characteristics. When no perfect reference standard exists, methods for comparisons via imperfect standards must be used. (Albert, 2009)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Selecting designs of studies of test outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>CER studies of test outcomes should ideally use a prospective randomized study design. In assessing the impact of diagnostic tests on patient outcomes, if the ultimate outcome (e.g., mortality) cannot be feasibly tested, then a previously validated surrogate should be used. If a non-randomized design is proposed, then the reason for using an observational study should be addressed and efforts to minimize confounding should be documented. Alternatively, studies that use disease modeling and simulation may be used to examine patient outcomes.</td>
</tr>
</tbody>
</table>
| Current Practice and Examples | Prospective randomized designs to compare diagnostic test outcomes minimize problems of selection bias and confounding due to indication (Lord 2006, 2009). However empirical research suggests that randomized trials assessing the impact of testing on patient outcomes are rare (Ferrante di Ruffano 2012).

The National Lung Screening Trial is an example of a prospective randomized study with assessment of the intervention on multiple patient outcomes, including mortality, lung cancer incidence, and quality of life (NLST, 2011).

The SIGGAR trial is a multi-centre randomised comparison of CT colonography versus standard of care investigation (barium enema or colonoscopy), the latter determined by individual clinician preference. Outcomes will include colorectal cancer, colonic polyps, and physical and psychological morbidity associated with each diagnostic test. (Halligan, 2007)

A trial comparing 3- and 6-month intervals for ultrasonographic surveillance for hepatocellular carcinoma in patients with cirrhosis. This was a multicenter randomized trial conducted in France and Belgium. Patients with cirrhosis were randomized to receive ultrasound examination every 6 months or every 3 months. The outcomes measured were number of lesions detected and detection of hepatocellular carcinoma. (Trinchet, 2011)

The PROMISE trial is a randomized trial comparing anatomic testing (coronary tomographic angiography) to functional testing (exercise ECG, stress nuclear, stress echo). Outcomes include clinical outcomes and costs. (PROMISE)

ACRIN PA 4005 is a randomized controlled study to compare the
<table>
<thead>
<tr>
<th>Published Guidance</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Contribution to Patient Centeredness</strong></td>
<td>Restricting patient participation to those trials that are most likely to produce unbiased results reduces the possibility that patients will waste time participating in studies that are unlikely to advance the state of the science.</td>
</tr>
<tr>
<td><strong>Contribution to Scientific Rigor</strong></td>
<td>Use of prospective designs minimizes problems of temporal ambiguity between diagnostic findings and patient outcomes. Use of randomization reduces the likelihood of selection biases or confounding by indication. These biases are more likely to occur in observational studies in which participants are assigned to diagnostic interventions by self-selection or physician referral.</td>
</tr>
<tr>
<td><strong>Contribution to Transparency</strong></td>
<td>Prospective designs in which participants are randomly assigned to one intervention over another removes potentially subjective patient assignments to an intervention based on patient or provider preference.</td>
</tr>
<tr>
<td><strong>Empirical evidence and theoretical basis</strong></td>
<td>Although examples are not from the field of diagnostic tests, published comparisons of the results from randomized clinical trials and observational studies have reported discrepant results between the two methods. (Prentice, 2005; Hak, 2002) When these discrepancies are analyzed, differences are often attributed to bias and population differences.</td>
</tr>
<tr>
<td><strong>Degree of Implementation Issues</strong></td>
<td>In some cases, it is impossible to implement random assignment. For example, when a technology has completely diffused into common usage, it is often difficult to recruit participants to use the former standard of care. (Hillman, 2008) Optimally, technology assessment will occur before technology diffusion has occurred.</td>
</tr>
<tr>
<td><strong>Other Considerations</strong></td>
<td>Although randomized prospective studies are more costly than observational studies, a single well-designed multi-center trial is often more likely to yield a definitive answer and be more cost-effective than multiple observational studies. One major drawback of prospective randomized trials is that for reasons of cost and study validity, the study population is often more homogenous than that accrued for an observational study, resulting in limits on the ability to draw inference on applying the results of the trial to more diverse populations. Observational studies may often be used to augment the results from the definitive prospective studies.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Linking testing to subsequent clinical care</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>CER studies of test outcomes should specify the potential clinical pathways to be followed based on test information obtained as part of the study. These studies should also measure pathways as an intermediate outcome and, ideally, the reasons for pathway selection.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>Clinical care is complex. Explicit identification of care pathways, standardized care procedures or investigations in specific clinical conditions or populations, reduce cost without compromising outcome. (Porter, 2000). Therefore, studies of diagnostic testing should specify the expected pathways of care that result from testing in order to fully evaluate the impact of diagnostic testing. There is substantial variability in the degree to which comparative studies of test outcomes specify how test results should be incorporated in subsequent care decisions. Some studies provide limited guidance on how the tests results will be used (Prorok 2000; Turnbull 2010; NLST 2011; PROMISE 2011) while others approach the tests as components of well developed clinical pathways (Jarvik 2003; RESCUE 2011)</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>We could not identify published guidance on this issue.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>Information on how test results will be used is important to patients considering whether to undergo a particular test or to enter a particular test evaluation study.</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>Delineation of the clinical pathways that would be indicated by specific test results enhances the ability of studies to assess the effect of testing on patient outcomes.</td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>Explicit description of the care pathways improves comparability of results of comparative effectiveness studies, the completeness of information disseminated, a future implementation in clinical practice.</td>
</tr>
</tbody>
</table>

Empirical evidence: The utility of imaging in pathways for disease detection and management have been demonstrated a range of diseases including point of care CT for chronic sinusitis, direct access MRI for headache, low back pain, acute pancreatitis management, (McCallum, 2011; Hadley, 2011; Taylor, 2012; Fourney, 2011) |
| Degree of Implementation Issues               | Standardization of pathways represent a moderate implementation issue given the range of available options from additional diagnostic testing to treatment; and within each option, a range of options with varying degrees of invasiveness, reliability and effectiveness. |
Other Considerations

There is need for creation of broad grouping of pathways to reduce the number of pathways options and improve study power to adequately address this aspect. For example, potential pathway groupings could be: 1) more testing; 2) more testing only if index test is negative; 3) immediate treatment if index test is positive.
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Measuring patient reported outcomes and preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>The effect of a test on patient’s near-term well-being including impact on anxiety, pain and discomfort should be measured. In addition, patient test preferences should be measured. All measurements should be done by validated tools.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>Measurement of short-term quality of life associated with a diagnostic test or imaging-based treatment: Wait-Trade Off (WTO) according to Swan et al comparing needle and excisional biopsy for breast lesions (Swan, 2006), MR angiography and conventional angiography to diagnose cerebrovascular disease (Swan, 2003), hysterectomy, MR imaging-guided ultrasound surgery and uterine artery embolization to treat fibroids (Fennessy, 2011). Measurement of breast cancer specific fear, worry and anxiety: Psychological Consequences Questionnaire, a breast cancer specific scale designed for women who have experienced a false-positive screening mammogram (Cooper, 2009).</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>As Wright et al concludes, after reviewing instruments for measuring short-term quality of life, there is no “gold standard” method, but recommends that the choice of the metric be guided by whether the metric accurately captures the unique characteristics of the 1) health state, 2) the values of the (sub)population evaluated and 3) importance of theoretical consistency of elicited values (Wright, 2009). The USPSTF notes that “[b]reast cancer is a continuum of entities, not just one disease that needs to be taken into account when considering screening and treatment options and when balancing benefits and harms. None of the screening trials consider breast cancer in this manner. As diagnostic and treatment experiences become more individualized and include patient preferences, it becomes even more difficult to characterize benefits and harms in a general way. Many patients would consider quality-of-life an important outcome, although it is a more difficult outcome to measure and report in trials. (Nelson, 2009)” Although directed at describing the breast cancer screening experience, the recommendation to characterize and measure individual patient preferences using validated methods applies across the range of patient-centered outcomes studies conducted in diagnostic testing.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>Routine, rigorous and reproducible measurement of short-term/temporary patient outcomes and patient preferences for individual tests, test-directed treatments, or test-directed outcomes ensures accurate representation of the individual</td>
</tr>
</tbody>
</table>
patient’s values and allow integration of these values to guide clinical decisions.

<table>
<thead>
<tr>
<th>Contribution to Scientific Rigor</th>
<th>The use of validated measures will improve reproducibility across similar populations and comparability across different populations. Use of commonly available validated measures will minimize observer bias, decrease burden of data collection and lead to more complete reporting.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution to Transparency</td>
<td>Use of validated measurements of patient outcomes and preferences with well-defined psychometric properties will allow easier comparison of the strengths and weaknesses of the range of studies on a specific test or use of test in a specific clinical application. The proposed standard will allow explicit integration of patient outcomes and preferences in clinical decision making and transparency in the decision making process.</td>
</tr>
</tbody>
</table>
| Empirical evidence and theoretical basis | Need for patient reported outcomes and preferences: Theoretical framework: Clinical decisions are typically complex and have multiple options, often with no one best test or treatment. Each test will have characteristics (e.g., accessibility, tolerability, coverage, accuracy) that individuals will value differently. The best choice depends on the individual’s preferences and the “personal importance...of the benefits, harms and scientific uncertainties” (IPDAS), which are often of short-term duration. Decision aids that explicitly account for these values and preferences will improve the quality of patient decision making.  

Empirical evidence: “Factors that patients say are important in their medical decisions reflect a subjective weighing of benefits and costs and predict action/inaction.” (Singer, 2011) 

Selecting or developing patient preference measures Theoretic framework for choosing patient preference measures: Kelly et al suggested a three-level framework for instrument selection in clinical settings (Kelly, 2005). Initially, a three-question series is posed at the study conception: 1) what must be measured; 2) how will measuring this domain answer the research question; 3) why focus on this specific domain rather than other (related) domains? After these questions are answered, the choice of specific measures is guided by the following instrument characteristics: 1) construct precision or precision of domain definition; 2) quantification precision, i.e. reliability and reproducibility; 3) translation precision, or generalizability to other populations of interest.  

Empirical evidence for selecting quality of life/patient preference measures to evaluate the testing experience:
Wright et al conducted a systematic review of available general measures of short-term patient preferences that are applicable to diagnostic testing and concluded that there is no single best measure, rather captures the unique characteristics of the 1) health state, 2) the values of the (sub)population evaluated and 3) importance of theoretical consistency of elicited values (Wright, 2009).

Empirical evidence for developing a temporary utilities index measuring the functional impact of diagnostic testing: Swan et al “derived a health classification and survey items of morbidities of testing and screening” for a multiattribute utility index aggregating “mental and physical attributes of well-being before, during and after testing” and conducted initial validity testing (Swan, 2010).

The empirical evidence and theoretical basis of the specific measure chosen will vary by diagnostic test, intended clinical use of the test and the population in whom the test will be used.

### Degree of Implementation Issues

<table>
<thead>
<tr>
<th>Technical capacity: available instruments provide for self-administration or administration by an interviewer; and paper-based or computer/internet assisted administration. There is minimal effect of implementation on technical capacity.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability: available instruments have varying impact on patient acceptability and burden. Depending on the instrument chosen and the degree of domain completeness represented in the data collected, implementation will have minimal to mild effect on acceptability.</td>
</tr>
<tr>
<td>Efficiency and Cost: modes of administration and existing site infrastructure to conduct survey research have varying impact on efficiency and cost. Depending on the robustness of existing infrastructure and the modes of administration chosen, implementation will have minimal to moderate effect on efficiency and cost. Additional methodological research is needed to identify and test either general measures to assess short-term quality of life associated with testing (eg. one that aggregates worry, anxiety, embarrassment, etc) applicable to the range of tests or test-/clinical use-specific measures capturing individual domains.</td>
</tr>
</tbody>
</table>

### Other Considerations

**References:**


<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Assessing test impact on subsequent care:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of standard</td>
<td>Actual care received following a diagnostic test should be documented. Reports of intended care plans following a diagnostic test are insufficient for establishing how a test will affect care.</td>
</tr>
<tr>
<td>Current Practice and Examples</td>
<td>A patient-centered approach to test assessment requires a clear depiction of how the test will affect subsequent patient care. Key aspects of patient care that may be affected include the number and nature of subsequent tests and/or treatments (i.e., clinical care pathway), time until a definitive diagnosis is made, and/or time until appropriate treatment is initiated (i.e., process of care measures). To assess the impact that test information has on care, a record of post-test care should be documented. Study designs that use pre- and post-test reports of intended care rather than actual care received are insufficient for establishing how a test will affect patient care. To characterize how a test affects patient care, ensuing care should be documented. This may be done through prospective follow-up of patients or maybe done retrospectively using administrative data sources if all relevant clinical care is captured for the population of interest. While studies of intended care both before and after a test are informative regarding a test’s role in diagnostic thinking (Fryback, 1991), direct observation of care received is necessary to characterize changes in actual care. One example of a study that relied on intended rather than observed changes in patient care is the National Oncologic PET Registry (NOPR) (Hillner, 2007). NOPR was initiated when the Centers for Medicare and Medicaid Services (CMS) agreed to extend coverage to Medicare beneficiaries undergoing PET for specific indications not previously covered by CMS under a “coverage with evidence development” designation. Although changes in national coverage were made based on NOPR data (Lindsay, 2007), a recent study comparing intended care management with care received based on administrative billing data found notable discrepancies between intended and observed management.</td>
</tr>
<tr>
<td>Published Guidance</td>
<td>The notion that both short- and long-term benefits and harms of a test should be accounted for are well-represented in methodological evaluation frameworks for diagnostic tests. In some settings, these benefits and harms may be readily evident in the actual post-test care that is received.</td>
</tr>
<tr>
<td>Contribution to Patient Centeredness</td>
<td>For patients to make informed decisions about alternative tests [in screening, diagnostic, or prognostic settings], it is important for them to understand the care that may be triggered by various test findings and the associated outcomes. A clear understanding of how a test affects care will allow patients to make informed choices</td>
</tr>
<tr>
<td>Contribution to Scientific Rigor</td>
<td>Documenting care subsequent to use of a test will improve the objectivity by which changes in care are reported. Clinical policies regarding test use are best informed by actual changes in care rather than by intended changes in care.</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Contribution to Transparency</td>
<td>Observed care following use of a test is the best way to assess the actual impact that a test has on subsequent patient care.</td>
</tr>
<tr>
<td>Empirical evidence and theoretical basis</td>
<td>Within the framework of expected value decision making, the expected value of clinical information (EVCI) is a well-defined concept that allows the net benefit of a test to be quantified (Hunink, 2001). When EVCI for a test is positive, the expected value of patient outcomes (e.g., life expectancy) when the test is used is higher than the expected value of patient outcomes when the test is not used. When EVCI is not positive, there is no benefit to testing and there may even be a net harm associated with testing. To assess the EVCI for a test, data on post-test care are required. In addition, a thorough understanding of care in the absence of the test (i.e., standard of care prior to introduction of the test) is needed.</td>
</tr>
<tr>
<td>Degree of Implementation Issues</td>
<td>Documenting care following use of a test is done in many test evaluation studies, with the extent of documentation varying based on study objectives and scope.</td>
</tr>
<tr>
<td>Other Considerations</td>
<td>Practice variations may make it challenging to definitely characterize how a test will affect subsequent care. Generally subsequent care should be evaluated across several institutions and geographic regions.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name of standard</th>
<th>Data needs for CER studies using secondary databases.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description of standard</strong></td>
<td>CER studies of diagnostic tests using electronic medical records, registries, and other databases should obtain information on characteristics related to selection of patients for testing, the intended use for the test (e.g., screening, diagnostic, etc), the test findings and their interpretation, the true disease status (as needed), and the subsequent care and outcomes of patients. If such information is not available directly, validated approaches to approximating these study elements from available data should be used.</td>
</tr>
<tr>
<td><strong>Current Practice and Examples</strong></td>
<td>Few studies of the comparative effectiveness of diagnostic tests are based on electronic medical records or registries because of limitations of such secondary data. For example, most electronic medical records will not specify the test or approach used in sufficient detail to perform such evaluations, in particular the reason that a test was ordered and the relatedness of that test to subsequent diagnoses or test-associated complications. Numerous studies have been performed to assess the accuracy and additional case-finding of radiological tests in comparison to other standard tests. While collection of data on true disease outcomes of patients, such as matching to cancer registries to ascertain pathological findings, is common, the adoption of other elements of this standard, e.g., intended use for the test and test results, is less common and not adopted widely.</td>
</tr>
<tr>
<td><strong>Published Guidance</strong></td>
<td>Guidance for reporting on key factors known to affect diagnostic performance was reported by the STARD initiative (Bossuyt, 2003), the FDA USFDA 2007), and the CONSORT group (Schultz, 2010; Moher, 2010). This guidance specifies the need to assess these key factors including a precise definition of the condition of interest (explaining how those subjects with the condition of interest are distinguished from those without), technical characteristics of the test, and characteristics of both the patient and test interpreter. These standards apply to all studies. However, studies using secondary databases or registries will often not have key factors necessary to evaluate diagnostic performance. If such information is not available directly, validated approaches to approximating these study elements from available data should be used.</td>
</tr>
</tbody>
</table>
| Contribution to Patient Centeredness | Studies to date involving diagnostics have often focused on accuracy of the test. Only recently have studies begun to look at patient outcomes. In part, this has been due to the relatively minimal regulatory requirements for diagnostic tests. Until recently, the standard for clearance or approval for a diagnostic test was that it had to measure the biological entity that it claimed to measure, do so with data demonstrating both reliability and validity of such measures, and a plausible argument that the measured phenomenon had some usefulness clinically. (FDA guidance and regulation; for example the recent guidance on full field digital mammography which states for its clinical data requirement: “The purpose of this evaluation is to determine if the FFDM images, when reviewed by expert radiologists, are judged to be of sufficiently acceptable quality for mammographic usage that they are substantially equivalent in safety and effectiveness to those from a predicate device.” (FDA, 2010)

Only recently has it been recognized that more is needed (Bossuyt, 1999, 2009). This standard calls for a minimum requirement that these studies measure the subsequent care and outcomes of patients (Brozek, 2009). Patient characteristics are needed to determine whether test effectiveness, and comparative effectiveness, varies across patient groups (Mulherin, 2002; Brawley, 2005). This standard sets a minimum to help ensure that patient values and circumstances guide clinical decisions.

Short of mounting new studies, and especially randomized trials, analysis of secondary databases are the most promising approach to the evaluation of diagnostic tests currently in use to allow the CER field to make individual patient level predictions. This standard aims to minimize bias and to increase the applicability of the analyses. So its contribution to patient centeredness is (1) direct and (2) substantial. |
|---|---|
| Contribution to Scientific Rigor | The availability and reporting of such information would not only strengthen the individual studies evaluating diagnostic tests from a CER framework, but would also enable systematic reviews of the comparative effectiveness of diagnostic tests across similar studies and may prevent the pooling of data across studies with widely different populations. In addition, the information required by the standard minimizes bias in the statistical analysis when it is accounted for appropriately and enhances the ability of CER studies in the interpretation of the results, as we would know to whom the results apply.

For example, researchers may want to avoid combining the results from MRI studies using a 0.6T scanner and studies using a 3T scanner; this level of detail may not be available from electronic medical records, though it may be available in dedicated registries, |
such as a device-specific registry, or a registry focused on specific diagnostic procedures. Other disciplines in diagnostic medicine have scientifically rigorous standards that are required for data collection, evaluation and reporting.

| Contribution to Transparency | This standard will improve the quality of the data used to evaluate diagnostic tests. Requiring such minimum data be available in secondary databases (such as electronic medical records) used to evaluate the comparative effectiveness of diagnostic tests may motivate associated healthcare systems to collect such information. With additional information in these databases, analyses have the potential to improve transparency by allowing users to assess the strengths and weaknesses of the study to which the standard is applied.

Further, if the information requested by the standard were not clarified, then a series of strong implicit assumptions are evoked silently (e.g., scanner field strength is assumed unimportant – and similarly for any confounder); thus the standard promotes transparency in that it makes these implicit assumptions explicit. |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical evidence and theoretical basis</td>
<td>The lack of specificity of the test, the purpose for its use, and the subsequent clinical outcomes in many registries limit the scientific utility of these studies. To perform adequate CER studies, such information is essential and is a minimum standard (Pepe, 2003; Zhou, 2011)</td>
</tr>
<tr>
<td>Degree of Implementation Issues</td>
<td>The lack of specificity of the test, the purpose for its use, and the subsequent clinical outcomes in many registries limit the scientific utility of these studies. To perform adequate CER studies, such information is essential and is a minimum standard (Pepe, 2003; Zhou, 2011)</td>
</tr>
<tr>
<td>Other Considerations</td>
<td>None</td>
</tr>
</tbody>
</table>
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**Appendix II: Search Strategies**

<table>
<thead>
<tr>
<th>Search 1</th>
<th>Outline</th>
<th>Filters or exclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(diagnostic test*) OR (screening test*), and terms related to emotional distress, anxiety, quality of life, patient preferences. The search excluded terms related to fetal distress syndrome and postpartum depression</td>
<td>Excluding publication types indicative of primary studies or meta-analyses. Limited to English language publications</td>
<td></td>
</tr>
</tbody>
</table>

| Search 2 | (diagnostic test*) OR (screening test*) | Limited to 65 journals |

| Search 3 | Sensitive search using the "diagnosis" hedge of Pubmed | Limited to 51 journals (subset of the 65 in Search 2) Limited with the "review" filter of Pubmed. |

**Search 1:**

```
(((Diagnostic test*) OR (screening test*)) AND ((emotion* OR anxiety OR distress* OR depression OR "quality of life" OR mood OR "distress thermometer" OR ((patient OR patients OR participant) AND (utility OR utilities OR preference*))) NOT (fetal distress OR postpartum depression OR prenatal OR newborn OR maternal OR (decision aid*[Title] AND intervention*[Title]))) NOT (Multicenter Study[PT] OR Meta-Analysis[PT] OR Randomized Controlled Trial[PT] OR Comparative Study[PT] OR Controlled Clinical Trial[PT] OR In Vitro[PT] OR Practice Guideline[pt] OR case reports[pt] OR Clinical Trial, Phase *[PT]])) AND "English"[Filter]
```

**Search 2:**

```
```

**Search 3:**

```
S
```

Search 3:
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